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Instituto de Qúımica, Universidade Estadual de Campinas, Campinas, SP, Brazil

Received 1 May 2002; accepted 14 November 2002

Abstract

Molecular graphics and modeling methods illustrated the chemical background of the a priori approach from part I, and visualized steric
and electronic enzyme-inhibitor relationships at qualitative and quantitative level for34 and its derivatives. The enzyme-inhibitor electron
density overlap occurs at 1.5–5.5 Å cut-off distance, beyond van der Waals radii. Derivatives of34 exhibit linear relationships between
biological activity, molecular size and number of intermolecular interactions.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction

Molecular graphics and modeling is today integrated in
quantitative structure–activity/property relationship (QSAR/
QSPR) studies, protein crystallography and structure-based
drug design[1–3]. Molecular modeling, on the other hand,
is useful to analyze molecules and molecular systems, to
predict molecular and biological properties (QSAR/QSPR),
or to contribute to the understanding of molecular inter-
actions in a qualitative and sometimes quantitative way
[1]. Visual representations (maps, charts, photographs,
pictures) have always been employed to display, charac-
terize and quantify the characteristics of molecules using
the same basic geometrical principles of presentation. As
X-ray diffraction [4] became a very accurate method em-
ploying distances between spots in an X-ray photograph
to determine the unit-cell dimensions and atomic interpla-
nar distances in crystals, molecular graphics can be used
to measure molecular dimensions and generate descriptors
suitable for QSAR[5,6] and QSPR[7,8].

� The paper was presented on the 13th European Symposium on Quan-
titative Structure–Activity Relationship: Rational Approaches to Drug De-
sign, Düsseldorf, Germany, 27 August–1 September, 2000. The compan-
ion paper, Part I, which employs a priori molecular descriptors in QSAR
study, appears in volume 21, issue 5, pages 435–448 of this same journal.
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Fourty-eight HIV-1 protease inhibitors were studied by
using principal component analysis (PCA), hierarchical clus-
ter analysis (HCA) and partial least squares (PLS)[9] in the
companion work to this (part I[10]). Inhibitor L-700,417
(34 in part I, Fig. 1) was selected to be further analyzed in
this work as an illustrative example for: (1) PCA selection
of the best views in molecular graphics; (2) empirical mea-
surement of molecular dimensions to calculate molecular
volumes and establish electron density–distance relations;
(3) counting of environment (enzyme, solvent) atoms around
the inhibitor to quantify environment–inhibitor interactions;
(4) modeling of inhibitors inside the active site cavity. These
methods help to visualize steric, electronic, hydrogen bond-
ing and hydrophobic effects in terms of a priori molecular
descriptors (part I), and to evaluate the a priori approach
in QSAR. An illustrative example of the QSAR-molecular
graphics connection was given by Selassie and Klein[3].

2. Methodology

2.1. Molecular graphics and related methods

2.1.1. Visualization methods
Molecular modeling packages Insight II[11] and WebLab

Viewer [12] were employed to make all the color plates (in
orthographic projection) of34 and its complex with HIV-1
protease, both with C2 symmetry [13]. The coordinates
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Fig. 1. Two-dimensional representation of HIV-1 protease inhibitors34, 54–60 and schematic representation of inhibitor side chains (substituents) P1,
P′

1, P2, P′
2 and R1, R2 separators in the inhibitors. The inhibitors54–60 were modeled by modifying the structure of34.

for the free inhibitor [14], free protease[14] and their
complex (retrieved from the Protein Data Bank[15]) were
used. Species34 was in disordered orientations 1 and 2
inside the active site[13], and orientation 1 was used for
most of purposes. The free inhibitor electron density and
HOMO–LUMO isosurfaces (single point calculation using
the experimental structure) were generated with MOPAC
6.0 [16,17] using the PM3 Hamiltonian[18,19], and the
original inhibitor was manually replaced in the complex
by the free inhibitor (displacement 0.3–0.4 Å). A recently
developed method[20] for finding the best and the most
illustrative molecular views along the axis of principal
components (PCA on mean-centered atomic coordinates)
or principal moments of inertia (obtained in PM3 polar-
izability calculation) was used. The method is based on
reorientation of initial atomic coordinates with respect to
new orthogonal molecular axes which describe most of the
variance in atomic coordinates (PCA) or their weighted
analogs (weighted by square root of atomic masses in anal-
ysis of principal moments of inertia). This way steric (size,
shape) and electronic (atom type) effects are pointed out as
properties defining molecular orientation.

2.1.2. Empirical measurements of molecular dimensions
The molecular images from the graphics were projected

manually onto a grid paper. A new methodology to calcu-
late volumesV (van der Waals volume, Connolly or surface
accessible volume, volumes enclosed in electron isoden-
sity surface at 0.01 and 0.06 e Å−3 and in HOMO–LUMO
isovalue surface at±0.02 Å−3) was performed for34. The
projected surface area of a molecular image,Si , was ex-

perimentally determined by the grid square method[21]
in which the number of unit squaresMi of the projected
image (atom, molecule, functional group) onto a 1 mm grid
paper were counted manually inside the image boundary.
Those at the boundary were considered as 0.5 mm2. The
Si value was calculated asSi = Mif

2
i where fi is a scale

factor determined empirically (based on some well-known
molecular dimensions of a fragment in the graphics such as
benzene geometry, van der Waals radii, etc.). The measure-
ment (count) ofMi was performed once on each picture
if the molecular image was presented in more pictures (in
the same orientation and with a different scale factor). In
the case where there were unique graphics of an image, the
measurement was carried out three times. Various errors can
be successfully minimized by using the theoretical area of
an internal standard[22]. Thus the measurement errors were
estimated asεi = (Si/S0)

1/2(fi/f0)
2 ε0 whereS0, f0, ε0 re-

fer to the internal standard (van der Waals representation of
a side –OH group in colorPlate 4, right up, top view), and
ε0 = 0.05 Å2 is the difference between measured and calcu-
lated (using van der Waals radii O: 1.52 Å, H: 1.20 Å from
PLATON [23], O–H bond length 0.97 Å[24]) areas. The
total measurement error wasσ = S.D.+ 〈ε〉, where S.D. is
the standard deviation ofSi , and〈ε〉 = (

∑
iε

2
i )

1/2. Connolly
volume of34 was calculated using the finest grid in Insight
II, and the van der Waals volume was estimated employing
volume increments[25]. It was then possible to establish
a linear V–〈S〉 relationship for34 in the top and bottom
view and predict volumes enclosed in the electron isoden-
sity and the HOMO–LUMO isosurfaces presented in the
same view.
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Since theV–〈S〉 relationship was based only on two pieces
of data, it was applied to a case of interpolation and another
of extrapolation to validate the relationship. The interpola-
tion point was the volume for isodensity at 0.06 Å−3, that
should be close to the van der Waals volume (according to
color plates). The extrapolation case was based on van der
Waals volume occupied by 32 overlapped inhibitors from
the training set in part I. Two-dimensional projection of the
van der Waals volume for the overlapped inhibitors was
drawn based on colorPlate 1 [26]by Pérez and co-workers
[27] and Si values were measured and averaged. van der
Waals volumes of the overlapped inhibitors were also calcu-
lated based on volume increments[25] for all the functional
groups which appear in the overlap, and also for their dif-
ferent orientations. Both the extrapolation and interpolation
points proved the reliability of theV–〈S〉 relationship.

To distinguish functional groups such as aromatic,
aliphatic, polar H, C, and O atoms at the quantitative level,
the 0.01 Å−3 electron density isosurface (visible as an en-
velope) around the Connolly surface (colorPlate 4) was
graphically divided in such a way that each type of hydro-
gen, carbon, oxygen from a particular functional group had
its own fragment. The lengths (in an orthogonal direction to
the Conolly surface) and the projected area of each fragment
were measured in all the views. The average thickness�

for each fragment (seeScheme 1) was determined from the
measured data and the thickness data were averaged over
the views and functional groups. In some cases, the distance
q (seeScheme 1for the definition) between the point of
measurement of� (at the electron density isosurface) and
the center of the nearest H atom, was measured.

2.1.3. Empirical study of inhibitor–environment
intermolecular interactions

The following geometrical parameters of electron den-
sity isosurfaces in colorPlate 5 (side view, practically
the same as in colorPlate 4, middle) were measured:
projected surface area〈S〉 averaged over 10 measure-
ments; the molecular heightH and the lengthL in the
same two-dimensional projections (L: the maximum length

Scheme 1. Molecular dimensions of inhibitor34. The dotted area repre-
sents molecular envelope between the Conolly surface and the 0.01 e Å−3

electron density isosurface.H andL are molecular height and length, re-
spectively. ‘A’ and ‘B’ are the points of measurement of�. ‘A’ is on the
Conolly surface (perpendicular to the surface) and ‘B’ is on the electron
density isosurface. ‘C’ is the center of the nearest hydrogen. The� is the
distance between ‘A’ and ‘B’, andq is the distance between ‘B’ and ‘C’.

between twopara-positioned hydrogens of the P1, P′
1

phenyl groups;H: the maximum height perpendicular toL,
passing through the central –OH group, seeScheme 1). Pá-
cios [28] derived the simple Hartree-Fock atomic electron
density as a linear combination of exponential functions.
Average atomic density of inhibitor34, ρA, was defined as
a simple sum of such atomic densities divided by the num-
ber of atoms. The logρA is shown to be linearly dependent
on distance (r > 0.99), confirming the expectations that
molecular electron density could be modeled using linear
molecular dimensions (radii, distances, etc.) regardless of
the fact that the atoms are not of the same kind. Linear
relationships for logρ (ρ-inhibitor electron density) versus
linear molecular descriptors (〈S〉, 〈S〉1/2, H, L) had high co-
efficients of fit (r > 0.99). Based upon predicted values for
ρ = 0.01 and 0.06 e Å−3 from the top and bottom view (see
sub-Section 2.1.2.), the relationshipV1/3–logρ was used
to predict volumes, andρ0 = 0.0653 e Å−3 was estimated
for van der Waals volumeV0 = 553.7 Å3. Using relation-
shipsH–logρ, andL–logρ, the dimensionsH0 andL0 were
determined as van der Waals dimensions of the molecule.
To define the reference (zero distance) surface, a constant
c = 1.0 Å was used as a distance from van der Waals sur-
face towards atomic nuclei. In this way, short intermolecular
interactions at internuclear distance less than 2 Å involving
hydrogens, were included in the study. SinceH is mea-
sured on hydrogens from polar groups andL on hydrogens
from hydrophobic groups, usingd1 = c+ (H −H0)/2 and
d2 = c+ (L−L0)/2, the mean linear molecular dimension
was calculated asD = ηP/(ηP + ηH)d1 + ηH/(ηP + ηH)d2
where ηP and ηH are numbers of hydrogens from po-
lar (–OH, –NH–) and hydrophobic (–CH3, –CH2–,=CH)
groups, respectively. Based on these definitions,D has the
meaning of “effective” distance from the molecule, which
is approximately equal to the distance from atomic nucleus
when studying atomic electron density in a particular in-
termolecular interaction. This approximation is supported
by the fact that the relationship between logρ and D is
obviously linear (|r| > 0.99). logρ–D model for 34 was
the basis to study several types of interactions including:
(1) whole molecule34; (2) only 31 H-bonds by Bone
et al. [29]; (3) only hydrophobic groups; (4) only aromatic
groups; (5) only benzene carbons; (6) only polar groups.
The following intermolecular interaction descriptors were
defined: the number of environment valence electrons,Nve,
inside cut-off distanceD from the inhibitor, counted by
using a local routine[30]; average environment electron
density, τ , τ = Nve/(V − V0) as electron density origi-
nated from environment atoms placed inside the soft part
of the inhibitor (low electron density); the overlap function,
F, between the inhibitor and environment electron density
F = (ρτ)1/2(V − V0) averaged over both orientations of
the inhibitor. TheF–D curve parameters were calculated:
the integralI under the curve, the extreme and the mean
values. The molecular boundary was predicted based upon
theseF–D curve parameters.
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Plate 1. Crystal structure of HIV-1 protease complexed with inhibitor34 [PDB code: 4PHV] showed as front view (left top), top view (right top), bottom view (left bottom) and side view (right bottom).
The approximate C2 symmetry of the complex can be observed. The atom types are colored in a standard way: carbon—green, hydrogen—white, oxygen—red, nitrogen—blue, sulphur—yellow. The
inhibitor Connolly surface is placed inside the electron density isosurface (yellow chicken cage with isovalue 0.01 Å−3). Many protease residues penetrate the inhibitor isosurface. The molecular space
between the Connolly surface and the specified isodensity surface can be considered as the soft (penetrable) molecular volume.
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2.1.3.1. Molecular modeling.Molecular modeling of
derivatives from 34 was performed by using WebLab
Viewer, modifying the inhibitor (orientation 1) in the struc-
ture of the complex. New derivatives54–59 (Fig. 1) were
modeled. Isomers of asymmetrical55 and58 (Fig. 1) were
named55a and 55b, and 58a and 58b, respectively; the
isomersa and b are related to each othervia a two-fold
axis passing through the central OH group. The number
NHB of hydrogen bonds was counted. Employing the lo-
cal routine [30], the number of environment atomsN5.5
and its valence electronsNve (cut-off distance 5.5 Å) were
counted.X9 and X10 (see the definition in part I[10]) for
54–59 were calculated. The atom–atom potential parame-
ters [31] were implemented into the local routine[28] and
inhibitor–environment interaction energy at 5.5 and 10.0 Å
cut-off (E5.5 and E10.0), the energy per environment atom
ζ = E5.5/N5.5, and volumeV and areaSof 54–60 based on
volume and surface area increments[25], were calculated.
Approximate biological activityYemp for 54–60 was em-
pirically estimated (using literature activities[32] for 1–49,
part I) with assumptions: (1)Yemp = 0 when there is no
substituent (54); (2) Yemp is greater or smaller than that of
34 (y34) by some activity increment which depends on the
nature of the functional group, its position and number of
its chemically equivalent positions. A derivative of inhibitor
57 with flexible hydrophobic chain, anortho-positioned
–O–(CH2)2–N(CH2CH3)–CH(CH3)CH2CH3 on the P1
phenyl group (a flexible hook),60, was modeled and its
empirical activity estimated using various relationships be-
tween descriptors for34, 54–59. The logP was calculated
by Titan [33] for 34 (PM3 single point calculation using
atomic coordinates),57 and 60 (PM3 single point calcu-
lation on coordinates from modeled57 and 60). A priori
variables (see part I) were calculated for54–60 and the
PLS a priori model I (also from part I) was used to predict
the activities for54–60. HIV-1 protease-60 complex was
optimized by molecular mechanics MMFF94[34] in Titan.

3. Results and discussion

The results are presented inTables 1–5, Fig. 2 and color
Plates 1–8.

3.1. Molecular graphics structure considerations

Fig. 2 and colorPlates 1–8illustrate structural properties
of HIV-1 protease inhibitor, applied to34 (L-700,417, color
Plate 4).

3.1.1. Visualization methods
The principal axes of inertia defined as directions of

the best views in molecular graphics can be utilized. It is
known that the principal axes coincide with the symmetry
axes [36]. The protease, the protease inhibitor complex
and the active site possess an approximate C2 symmetry

axis, and the protease has two approximate mirror planes
intersecting in the axis (see Color Plates). InTable 1and
in color Plate 1three roughly orthogonal views are defined.
This orthogonality between the views is illustrated by PCA
and PM3 transformations of original atomic coordinates of
the inhibitor, enzyme and the complex. Transformations of
the free inhibitor atomic coordinates[14] by means of PCA
and PM3 polarizability calculation (seeSection 2) give very
similar orientations which coincide with the top and bottom
and the side views, although there is some difference for the
third orientation (the front view defined in colorPlate 4).
The two approaches (principal axes of inertia and PCA) are
practically identical. The relative contribution of the three
PCs in describing the total variance can aid in better under-
standing steric and topological properties of the molecular
system under study, as follows: (1) the free inhibitor: PCs
describe 70.6, 25.0 and 4.4% of the total variance corre-
sponding to the top and bottom, the side and front view;
(2) inhibitor from the complex[13]: similarly to (1), the
PCs contain 71.3, 24.7, 4.0%. PC3 represents the side view
in where all the aromatic rings have uniform thickness;
(3) inhibitor-active site amino-acids complex: the complex
(color Plate 2) is more spherical than the inhibitor (PCs
contain 42.0, 35.6 and 22.4% of the total variance); (4) the
complex HIV-1 protease inhibitor shown in four projections
(colorPlates 1 and 3)—top and bottom (related to each other
by 180◦ rotation), side and front views. PCs describe 61.0,
25.2 and 13.8% of the total variance. The PCs correspond
to the front, top and bottom and the side view, respectively.
There is a slight difference between the side view and the
PC3 direction; (5) free protease: the PCs contain 55.0, 30.5
and 13.7%, demonstrating that the free enzyme form has
significantly different conformation than the bound form
[14].

3.1.2. Empirical measurements of molecular dimensions
Table 1contains the results of empirical measurements of

areas as two-dimensional projections of van der Waals and
Connolly volume or volume enclosed in electron isoden-
sity and frontier orbital isosurfaces. Relatively high errors of
measurements (2–18%) are mostly due to manual position-
ing of the objects, while repeated measurements on the same
picture have reasonable smaller errors (<6%). The projected
HOMO–LUMO isosurface and 0.01 Å−3 electron isodensity
surface are of the same size in all views. van der Waals and
0.06 Å−3 electron isodensity are practically of the same size
in the top and bottom projection. The surface sizes and their
ratios are not constant in the three views, and the surfaces fol-
low the increasing order: van der Waals–Connolly–0.01 Å−3

electron density≈0.02 Å−3 HOMO–LUMO. The largest
differences between the surfaces are related mostly to the
side view, revealing that this is the direction which is highly
sensitive to changes in volume.

The envelope of electron isodensity at 0.01 Å−3 around
Connolly volume (colorPlate 4) shows significantly dif-
ferent behavior in various views, and depends also on the
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Table 1
Empirical measurement of two-diensional projections of van der Waals, Connolly surface accessible, electron isodensity and frontier orbital isodensity
volumes for inhibitor34

Color plate View Type Si (Å2) (εi (Å2)) 〈S〉 (Å2) (σ (Å2))

2 (right up) Front van der Waals 94.84 (0.21) 99.41 (14.54)
4 (right down) 85.20 (0.17)
Not presenteda 102.54 (1.69)
7 (left) 115.06 (0.87)

1 (left up) Connolly 112.16 (0.79) 103.62 (12.89)
4 (middle down) 95.08 (0.18)

1 (left up) el. dens. 0.01 Å−3 159.83 (0.95) 146.91 (19.25)
4 (middle down) 133.99 (0.21)

4 (right down) H-L orbs.b 0.02 Å−3 147.36 (0.13) 147.36 (1.06)
4 (right up) Top and bottom van der Waals 167.01 (0.24) 170.50 (3.99)
5 (left) 170.12 (0.13)
5 (right) 174.37 (0.13)

1 (right up) Connolly 250.91 (1.19) 228.70 (30.45)
1 (left down) 138.99 (1.16)
4 (middle up) 196.19 (0.26)

1 (right up) el. dens. 0.01 Å−3 316.61 (1.33) 267.96 (49.05)
1 (left down) 318.75 (1.34)
4 (middle up) 255.46 (0.30)
5 (left) 224.60 (0.15)
5 (right) 224.36 (0.15)

4 (right up) H-L orbs.b 0.02 Å−3 265.54 (0.17) 265.54 (0.55)

1 (left and right)c van der Waalsb 228.96 (0.66) 228.96 (12.99)
5 (left) Top el. dens. 0.06 Å−3 172.11 (0.13) 174.83 (4.03)
5 (right) Bottom 177.55 (0.13)

4 (right middle) Side van der Waalsb 105.69 (0.11) 105.69 (0.69)
1 (right down) Connolly 132.33 (0.86) 122.90 (14.21)
4 (middle) 113.48 (0.20)

1 (right down) el. dens. 0.01 Å−3 178.78 (1.00) 177.91 (13.46)
4 (middle) 165.20 (0.24)
6 (middle up) 189.74 (0.56)

4 (right middle) H-L orbs.b 0.02 Å−3 200.42 (0.15) 200.42 (4.03)

a Not presented in the color plates.
b Measured three times to achieve more reliable experimental errors. The surface area presented asSi = 〈S〉.
c Two-dimensional projection of van der Waals volume of 32 overlapped inhibitors from the training set, drawn applying van der Waals radii for light

atoms (excluding S and halogens) on colorPlate 1 [26]from a work of Ṕerez and co-workers[27].

Table 2
Measured (with experimental errors) and calculated geometrical parameters of inhibitor34 (color Plate 5)

ρ (Å−3) 〈S〉 (Å2) V (Å3) H (Å) L (Å) D (Å)

0.001 245.96 (3.24) 1350.6 11.71(8) 24.48(8) 2.22
0.01a 201.11 (3.48) 854.2 10.20 (8) 23.25(8) 1.59
0.05 172.78 (3.32) 591.4 9.30 (8) 22.36(8) 1.14
0.1 161.53 (3.15) 497.2 8.61 (8) 21.91(8) 0.90
0.2 150.38 (2.66) 413.7 8.20 (8) 21.21(8) 0.57
0.5 136.13 (3.43) 318.3 7.59 (8) 20.89(8) 0.39

0.06a 169.90 565.6 – – –
0.06536b 168.46 553.7b 8.96b 22.08b 1.00b

0.001 a.u.c 208.62 1450.8 – – –
0.002 a.u.c 195.90 1277.0 – – –

a Values forV used for calculation of coefficients of theV1/3–logρ linear equation.
b Data used for normalization ofD to beD = 1.00 Å at van der Waals surface.
c In atomic units. Physical boundaries of atoms according to Bader[35].
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Table 3
Inhibitor 34-environment interaction parameters from theF curves

Groups of34 Fm (%) Dm (Å) I (%) MF (%) DF (Å) B (Å)

All groups 100 1.6 100 82 3.1 3.1
H-bond groups 66 2.3 47 45 2.8 1.6
Hydrophobic groups 82 2.7 80 82 3.2 1.7
Aromatic groups 60 3.1 62 56 3.4 1.8
Benzene carbons 29 3.5 28 17 4.0 2.5
Polar groups 82 2.4 70 54 3.0 1.6

Table 4
QSAR data for derivatives of34

Molecules Yemp Equation forYemp X9 X10 NHB N5.5 E5.5 (kJmol−1) E10 (kJmol−1) z (kJmol−1)

34 9.161 y34 4.0 10 15 440 −78.73 −110.10 −0.18
34a 9.161 y34 4.0 10 16 434 −73.67 −105.08 −0.17
54 0 0 0.0 0 8 171 −21.33 −30.08 −0.13
55ab 5.091 y34 − (y1 − y10) 3.0 10 15 402 −69.56 −96.38 −0.17
55bb 5.091 y34 − (y1 − y10) 3.0 10 15 401 −71.44 −84.43 −0.18
56 1.021 y34 − 2(y1 − y10) 3.0 2 15 363 −62.27 −98.16 −0.017
57 11.227 y34 + 2(y31 − y1) + 2(y11 − y1) 4.0 18 22 446 −138.07 −169.44 −0.31
58ab 7.580 y34 − (y1 − y19) 3.5 10 15 413 −71.00 −99.46 −0.17
58bb 7.580 y34 − (y1 − y19) 3.5 10 15 413 −70.88 −99.43 −0.17
59 5.999 y34 − 2(y1–y19) 3.0 10 15 386 −63.07 −88.69 −0.23
60c 11.536 y57 − (y11 – y1)/2 + 2(y3 − y1) + (y17 − y1) 5.0 17 – 525e −153.48f −193.04f −0.29

11.540d 2.675X9 − 1.833

a The case with coordinates of34 in orientation 2.
b In the case when P1 and P′1 (55), or P2 and P′2 (58) are not equivalent, both possibilitiesa and b were studied.
c All values estimated using various schemes.
d Regression equation,r > 0.92.
e The mean from three values predicted usingN5.5–V, N5.5–S and N5.5–X9 regression relationships (r > 0.97).
f Estimated with respect to57 as the reference compound:E5.5(60) = E5.5 (57) + [N5.5(60)–N5.5(57)] 〈ζ 〉 andE10.0 = 1.165E5.5 − 14.247 (r > 0.98).

Table 5
Molecular descriptorsX1–X14, S, V and predicted activities for derivatives of inhibitor34

Variablea 34 54 55 56 57 58 59 60

X1 618.777 174.210 528.773 438.526 682.774 568.717 518.656 807.989
X2 38 18 35 32 54 36 34 56
X3 38 8 31 24 40 34 30 40
X4 51 11 43 35 55 46 41 64
X5 2.705 2.692 2.720 2.742 2.848 2.683 2.658 2.707
X6 (Å−2) 0.05843 0.09804 0.06371 0.07136 0.08548 0.05943 0.06060 0.06947
X7 30 0 24 18 30 26 22 30
X8 37 5 30 23 37 33 29 45
X9 4.0 0.0 3.0 2.0 40 3.5 3.0 5.0
X10 10 4 10 10 18 10 10 17
X11 4.0 0.0 3.0 2.0 40 3.5 3.0 4.0
X12 (Å3) 76.6 59.8 76.6 76.6 118.2 76.6 76.6 114.4
X13 19.723 5.657 18.439 17.059 21.656 17.550 15.133 21.679
X14 60 24 52 44 76 56 52 78
S (Å2) 650.37 183.59 549.39 448.41 631.75 605.71 561.05 806.09
V (Å3) 553.7 137.3 464.5 375.3 540.3 509.1 464.5 680.0
Ypred 11.160 −4.883 7.901 4.629 15.636 9.318 7.436 15.740

a Molecular descriptors from part I:[10] X1—relative molecular mass;X2—π -bonds and lone pairs from heteroatoms;X3—number of non-hydrogen
atoms in planar fragments;X4—the number of chemical bonds;X5—the number of valence electrons per atom;X6–X2/S; X7—the number of non-hydrogen
atoms in ring systems;X8—the number of hydrophobicCXn groups, whereX = H or halogen;X9—the effective number of substituents;X10—the number
of potential hydrogen bond donors and acceptors;X11—the effective number of ring substituents;X12—the van der Waals volume of the polar groups;
X13—the length of the total aromatic vector including the number of atoms in localized, delocalized and aromaticπ -systems, the number of atoms lone
pairs, and the number of C atoms in CHn groups;X14—similar to X13, the total number of non-σ electrons that can be involved in aromatic vectors.
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Fig. 2. The functionF for inhibitor 34. Left top: all inhibitor–environment interactions included. Right top: only 31 hydrogen bonds from literature
[30] included. Left middle: hydrophobic groups of the inhibitor included (polar group –OH, –NH– and=C=O excluded). Right middle: aromatic groups
(benzene rings with their hydrogens and attached carbons) of the inhibitor included. Left bottom: benzene carbons of the inhibitor included. Right bottom:
the polar groups of the inhibitor included.D is in Å units. The curve variablesB, Dm, Fm, DF and MF are defined in the left top picture, and the area
under the curveI is presented in the left bottom picture.
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Plate 2. The 29 active site amino-acids (chain A: white, chain B: blue) and 10 water molecules around the inhibitor34 (yellow) at the cut-off distance
5.5 Å (0.1 Å tolerance). The hydrogen bond network is shown (green).

nature of the functional groups. Analysis of colorPlate 4
(measuring the� thickness of electron density around Con-
nolly volume, seeSection 2) exhibits two types of hydro-
gens. Hydrogens in polar groups are characterized by more
diffuse electron density (� = 1.16(5)Å) than hydrogens
in hydrophobic groups (� = 1.02(5)Å). The aromatic ring
has a characteristic disc shape, but its electron density iso-
surface, although having the same shape, varies in thickness
� depending on direction with respect the ring plane. The
� is minimal in the direction perpendicular to the aromatic
ring plane [� = 0.66(5)Å], increases in the direction in-
clined and is about 45◦ with respect to the ring plane [� =
0.87(5)Å], and is maximal in the plane of the ring and in
between two C–H bonds [� = 0.97(5)Å]. Two trends are
observed: (1)�, describing aromatic electron density enve-
lope, strongly depends on the distanceq parabolically (see

Section 2andScheme 1for the definition ofq); (2)� around
C, H and O atoms [0.66 (5), 1.02 (5), 0.76 (5) Å] decreases
with the van der Waals radii (1.70, 1.20, 1.52 Å)[23]. This
leads to the conclusion that hydrogens result in more diffuse
electron density. The hydrogen-deficient/compact groups in
organic molecules are aromatic or conjugated rings, which,
due to planarity, have relatively high electron density con-
centrated closely on both sides of the rings’ planes. This
behavior is not observed for the other functional groups in
this work.

The top and bottom view of34 is characterized by a lin-
ear relationship between volume and its two-dimensional
projection. This relationship was established based on the
van der Waals (553.7 Å3) and Connolly (725.1 Å3) volumes.
The predicted volumes for34 confirmed the linearity in
range 170–230 Å2: the volume enclosed by the 0.06 Å−3



Plate 3. The geometry of the HIV-1 protease active site in free and bound state and of the inhibitor34 in free state. The atom types are colored in
a standard way. The HIV-1 protease in free state (left: middle and bottom; right: bottom): the active site at the binding pockets S1, S1

′, S2, S2
′ has

dimensions≈11 Å× 20 Å× 20 Å, what is in accordance to those of the free inhibitor34 (right: middle). The conformational change of the protease due
to complexion is obvious (right: top and bottom).



R
.

K
ira

lj,
M

.M
.C

.
Fe

rre
ira

/Jo
u

rn
a

l
o

f
M

o
le

cu
la

r
G

ra
p

h
ics

a
n

d
M

o
d

e
llin

g
2

1
(2

0
0

3
)

4
9

9
–

5
1

5
509

Plate 4. Various views of free inhibitor34 represented by stick model (left), Connolly surface enclosed into 0.01 Å−3 electron density isosurface (middle), and van der Waals model with±0.02 Å−3

HOMO (“+” cyan; “−” red) and LUMO (“+” green; “−” orange) isosurfaces. Atom types are colored in a standard way. The electron density around the central isostere OH group (between the aromatic
substituents and oriented upwards, see the stick models) tends to be more diffused than around the other groups in average due to the nature of the hydrogen bond. HOMO and LUMO isosurfaces are
even more diffuse than the electron isodensity surface, and do not exhibitC2 symmetry. Both electron density and HOMO/LUMO isosurfaces point out the significance of mutual penetration of the
inhibitor and the enzyme into their “soft” parts.
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Plate 5. The PM3 electron density isosurfaces (yellow chicken cage) of inhibitor34. Top row, from the right to the left: 0.001, 0.01 and 0.05 e Å−3.
Bottom row: from the left to the right: 0.1, 0.2, and 0.5 e Å−3. The value 0.001 e Å−3is below the Bader’s proposed values 0.007–0.013 e Å−3, while
0.05 e Å−3 is close to van der Waals molecular surface.

electron isodensity surface is 566.4 Å3, close to van der
Waals volume. The van der Waals volume of 32 super-
imposed inhibitors (Table 1) is predicted 725.9 Å3 from
two-dimensional projection of the superimposed set, and the
equivalent volume employing the volume increments[25]
is 733.7 Å3. The volumes for 0.01 Å−3 electron density iso-
surface and±0.02 Å−3 HOMO–LUMO isosurface are pre-

Plate 6. The electron density isosurface (chicken cage) of inhibitor34 in two views. Various values are represented with colors: yellow—0.06, light
blue—0.05, light brown—0.04, pink—0.03, dark blue—0.02, and dark red—0.01 electrons per Å3.

dicted 840.7 and 834.8 Å3, respectively. Practically of the
same size, these volumes are 1.5 times greater than van der
Waals volume, and 1.2 time larger than Connolly volume.
These findings point out that molecules must be consid-
ered as objects with dimensions produced by van der Waals
and even Connolly radii. The linear relationshipV–S3/2

used instead ofV–Syielded 565.6 Å3 for 0.06 and 854.2 Å3
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Plate 7. Inhibitor34 surrounded by water molecules from the crystal structure of HIV-1 protease inhibitor34 complex (PBD code: 4PHV). Left: all
water molecules (red oxygens) are concentrated on the surface and in the holes of the protease. Right: the inhibitor molecule in contact with ten water
molecules at cut-off distance 5.5 Å (0.1 Å tolerance). Hydrogen bonds are presented as green dashed lines.

for 0.01 Å−3 isosurfaces, 847.3 Å3 for HOMO–LUMO and
725.9 Å3 for the overlapped inhibitors.

3.1.3. Empirical study of inhibitor–environment
intermolecular interactions

Table 2andFig. 2 summarize the electron density anal-
ysis presented in colorPlate 5. The new 〈S〉 value for
electron density isosurface 0.01 Å−3 is in Table 1. Rela-
tive errors of 1–3% are in the same order of magnitude
as in Table 1. Predicted volumes for electron isosurfaces
of 0.001 and 0.002 a.u. (atomic units), are 2.3–2.6 times
greater than van der Waals volume (defined byH and L
molecular dimensions) and should be real molecular bound-
aries according to Bader[35] logρ is highly correlated
with H and L, showing that electron density has slightly
different behavior depending on the distance in a particular
direction. This is clearly illustrated by colorPlate 6; the
ratio L0/H0 (2.46) is close to the ratios of variances of the
first two PCs when PCA is applied to atomic coordinates
of bound (2.83) and free (2.89)34. H and L are selected
to be molecular dimensions in directions close to the best
views (the PCs). All the values inTable 2 were used to
obtain F–D curves in Fig. 2 (see Section 2). After 7 Å
the curves practically vanish. The choice of 5.5 Å as the
molecular boundary was shown to be reasonable. When all
environment–inhibitor interactions are considered (see axes
in Fig. 2, left up), F is 0.8% of its maximum, and the area
I under the curve is 98% of the total area.I is 96.2 and
92.5% forD = 5.0 and 4.5 Å, respectively. After 5.5 Å,
long-range interactions are practically out of physical pos-
sibility for a molecule, so 10.0 Å was used for the cut-off
distance. It is worth noting that the counted number of
environment atoms inside the cut-off distanceD becomes
constant at 24.8 Å, which is practically the HIV-1 pro-
tease radius (hydrodynamic: 26.7, crystallographic: 26.0 Å)
[37]. The inhibitor is placed deeply inside the cavity in
such a manner that it reaches the center of the enzyme
(color Plates 1 and 3).

Fig. 2 compares inhibitor–environment interactions in-
cluding specific functional groups of34: all groups, those
involved in hydrogen bonds, hydrophobic and aromatic
species, the benzene carbons as well as the polar groups.
Six parameters describe effectively the types of interactions
(seeFig. 2, left top and bottom for the definition of the
parameters). These include the curve global maximumFm
and its positionDm, the area under the curveI, the weighted
mean valueMF of F and its positionDF , and theD for
the shortest interactionB. One can notice fromTable 3that
there is a significant contribution from hydrogens to the total
interactions. The shortest interactions (B = 1.6 Å) are the
strongest hydrogen bonds.Dm for aromatic groups is 0.4 Å
longer than for hydrophobic groups, meaning that aromatic
rings participate in interactions with less hydrogen and more
non-hydrogen atoms than interactions with all hydrophobic
groups. TheF curve for aromatic groups reveals their con-
tribution to the total intermolecular interaction. TheF curve
for benzene atoms is significantly lower than that for all
aromatic groups, meaning that most of the interactions in-
cluding benzene rings are�(benzene)···H(environment) or
H(benzene)···X(environment),X being any atom.F curves
for H-bonds and the polar groups are similar due to the fact
that polar groups are involved mainly in H-bonds (color
Plate 7). When theseF data (Table 3) are treated with HCA,
the resulting dendogram (not shown) has two clusters:
H-bonds/polar groups, and aromatic groups/hydrophobic
groups. These six parameters can be used as intermolecular
interaction descriptors for aromatic systems to characterize
aromaticity in intermolecular interactions.

3.2. A priori approach and molecular modeling

The a priori model can be used as a prototype for a
more quantitative model by optimizing unrefined molec-
ular geometry, calculating new descriptors or refining a
priori variables. Descriptors for a peptidic inhibitor from
a frozen protease-frozen inhibitor complex are, in fact, a
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Plate 8. The structure of HIV-1 protease inhibitor60 complex. Bottom:
stick model of the unoptimized complex in top view. The protease chains
are shown with different colors, the inhibitor is yellow, and the wa-
ters are red. The hook –O–(CH2)2–N(CH2CH3) –CH(CH3) –CH2CH3 in
para-position of the phenyl of P1 substituent is shown to be placed out of
the active site hole. Middle: van der Waals model of the same complex
rotated by 90◦. Top: the optimized complex, in the same orientation as
in the middle.

priori descriptors. The logical connection between the a
priori approach and molecular modeling can be illustrated
via QSAR with descriptors fromTables 4 and 5, and the
biological activity Y, which can be treated approximately

as an additive variable. The variation in structure of P′
2–P2

substituents can cause systematic changes inY because
all peptidic inhibitors are in extended conformation in the
complexes with HIV-1 protease[38]. So the substituents fit
into the protease pockets S′

2–S2 and behave as mutually in-
dependent. Consequently,57 is predicted to be more active
than any in the set1–49. Pérez et al.[39] and Holloway et al.
[32] calculatedE10.0 = −88.28 and−123.4 kcal mol−1,
respectively.E10.0 in this work, averaged over the two orien-
tations of34 is in accordance with these literature results at
−107.59 kcal mol−1. E10.0 for 41 is −91.73 kcal mol−1 by
Pérez et al.[38] and−148.9 kcal mol−1 by Holloway et al.
[32]. Since the biological activity is highly correlated with
the protease inhibitor interaction energy[27,32,38], E10.0
for the most active57 is meaningful (Table 4). There are
small differences in descriptors for two orientations of34,
for 55a and55b, or 58a and58b, that is a consequence of
C2 symmetry of34, of the protease and its active site[27].

A priori descriptors[10] X10 and NHB are highly cor-
related with each other (r = 0.865) and slowly increase
Y. There are also well-established linear relationships be-
tweenY, the effective number of substituentsX9, the num-
ber of environment atomsNenv, the energiesE5.5 andE10.0,
and the van der Waals volumeV and surface areaS of the
inhibitors (|r| > 0.7). This explains why the a priori ap-
proach performs effectively. Onlyζ is uniform in most of
the cases, except for54 (too small),57 (too many H-bonds),
and59 (distorted polar/apolar ratio in size, number and en-
ergy contribution of functional groups). Bigger substituents
are involved in many more intermolecular interactions, so
the energy of inhibitor-enzyme interaction at any cut-off dis-
tance is high due to the uniformity inζ (Table 4). The size
of substituents (asX9 or another extensive variable) is di-
rectly related to biological activity. Pattabiram[40] found
that important receptor-drug interactions occur inside the
5.5 Å cut-off. The number of contacts in five HIV-1 pro-
tease inhibitor crystal structures (PDB: 1HIV, 1HPV, 1HPX,
1PVI, 1HVJ) [39] at the cut-off 6.5 Å, are linearly depen-
dent onX9 andX11 and their analogues (simple number of
ring or all substituents;r > 0.73). Zhang et al.[41] showed
that 5.5 Å cut-off is the molecular boundary.

How much is the a priori approach accurate in terms of
E10.0? To estimate the error ofE10.0, the set of represen-
tatitve inhibitors inTable 4was used. Excluding54 which
does not act as an inhibitor, the interaction energy per en-
vironment atom〈ζ 〉 = 0.20 kcal mol−1 and its standard de-
viation S.D.(ζ ) = 0.05 kcal mol−1 gave a relative error of
S.D.(ζ )/〈ζ 〉 = 24% as a variation ofζ . 〈Nenv〉 = 411 rep-
resents an overall number of environment atoms around the
inhibitor at 5.5 Å cut-off. Prediction ofNenv from linear re-
lationship with descriptorX9 yields an average deviation of
predicted data from measured (Table 3) 〈δ〉 = 5. So the error
in E10.0 due to variation ofζ is ε1 = 〈Nenv〉 S.D.(ζ ), and the
error in estimation ofNenv from X9 is ε2 = 〈δ〉S.D.(ζ ) yield-
ing the total errorεT = (ε2

1 + ε2
2)

1/2 = 19.3 kcal mol−1 or
18%〈E10.0〉. The difference betweenE10.0 by Pérez et al.[39]
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and Holloway et al.[32] is almost double, 35.1 kcal mol−1,
or 40 and 28% of〈E10.0〉, respectively. So the a priori ap-
proach is comparable to various QSAR software packages.

Color Plate 8represents the raw (a priori) and MMFF94
optimized structures of the HIV-1 protease inhibitor60 com-
plex, where60 is modeled from57 by adding a lipophilic
chain to para-positioned OH of the P1 phenyl, similarly
as an aromatic and chain systems are joined in antibiotic
actinomycin D[42]. Its peptide hook participates in many
weak interactions with DNA. InTable 4are the calculated
molecular descriptors for60 from the most appropriate
equations. There is no significant difference between the
raw and optimized complexes (colorPlate 8), which jus-
tifies the use of the a priori approach.60 is predicted to
be 19 times more active than41 (the most active in1–48).
On the other side, biological activities for34, 54–60, pre-
dicted using the a priori model I (Table 5) correlate highly
with empirically predicted activities (Table 4; r > 0.93).
For Hansch and co-workers[42] high lipophilicity is a cru-
cial molecular property for good HIV-1 protease inhibitors
(C logP for 39, 50, 51, 53 ranging from 3.68–5.84). The
rescaled log P (with respect to C logP for 39 by Hansch
et al. [43]) are 3.33 for57 (many –OH groups), 3.53 when
ortho-OH on P1 is replaced by –(CH2)2–NH–CH2CH3,
and 4.92 for 60 (in range 3.68–5.84). C60-fullerenes
[44] and cyclic ureas[43,45] as HIV-1 inhibitors show
how much the lipophilicity is important for protease
inhibitors.

3.3. The protease structure–function relationships

HIV-1 protease[38] is a dimer (colorPlates 1–3) with an
elliptical open-ended cylinder active site (colorPlates 1 and
2) formed as well-defined subsites (S1, S1

′, S2, S2
′, S3, S3

′)
and not as clear (S4, S4

′, S5, S5
′) subsites containing mostly

hydrophobic residues. Interactions with S2–S2
′ are critical

for potent binding[46]. The active site can accommodate
six–eight amino-acids[37] with its 18 potential H-bond
donors/acceptors. Only six–eight donors/acceptors partic-
ipate in binding the smaller inhibitors[46]. Among 1–49
(Table 3, part I), there are 10 samples (18, 20, 29, 30, 38,
42, 43, 45, 47, 49) with this number of hydrogen bonds,
and34 makes over 10 bonds (colorPlate 2). The variation
in the active site size due to big conformational changes
[38] in complexation (colorPlate 3) is 853–1566 Å3 calcu-
lated by Liang et al.[47]. All crystal structures of HIV-1
protease–peptidic inhibitor complexes revealed that the
bound inhibitors are in an extended conformation where
the inhibitor’s main chain is extended[38]. This enables
the calculation ofX13–X14 from two-dimensional formulas.
The protease’s natural substrates are viralgag andgag-pol
polyproteins with mostly hydrophobic groups[48], simi-
larly as1–48 (Figs. 2 and 3, Part I) and the S sites. Inhibitors
saquinavir, ritonavir, indinavir and nelfinavir[43] are good
indicators that hydrophobicity is important for anti-HIV
activity.

3.4. Enzyme–inhibitor intermolecular interactions

It has been observed[49] that van der Waals radii[50]
change from bond to bond, and from conformation to
conformation. Bader[49] and Pácios[51] recommended
use of contact atomic radii at an electron isodensity of
0.001–0.002 a.u. Besides that, the type of intermolecular
interactions is also important. The crystal structure of the
enzyme-inhibitor34 complex[13] is a good example of pro-
tease inhibitor molecular complementarity (see color plates).
In color Plate 1polar-polar and hydrophobic–hydrophobic
interactions are visible. Polar–hydrophobic interactions are
unfavorable[39] and are largely not present. In organic
cyrstals, the longest H· · · H and C· · · C intermolecular
contacts define the molecular boundaries. According to
Bader [35] and Pácios[51] these contacts are at 3.1 and
3.8 Å for electron density 0.001 a.u. Mulichack et al.[52]
use 4.5 Å, Pattabiram[40] and Zhang et al.[41] use 6.4 Å
for the longest C· · · C contacts, and Stahl and Böhm[53]
7.0 Å. The functionF yields 5.5 Å. Gavezzotti’s atom–atom
potential energy minima[31] are at 3.36 and 3.89 Å for
H · · · H and C· · · C, respectively, and 1.60 Å for the short-
est H-bonds. Cut-off distance for long-range interactions is
10.0 Å by Pérez et al.[39] and in this work also (E10.0, is
≈95% of the total energy). Weak interactions C–H· · · O,
H · · · H, C–H· · ·π also stabilize the complex (colorPlate
3). Water participates also in weak C–H· · · O interactions
(color Plate 7). It is know that HIV-1 inhibitors should
haveMr > 500 [55], high lipophilicity (logP = 2–4) [54]
and to be similar togag-pol and gag proteins (75% aro-
matic and 50% rings residues at P1, P′

1). About 150 crystal
structures[56,57] of free and complexed HIV-1 protease
have confirmed these conditions. Among these inhibitors,
five were clinically approved in combination with HIV-1
reverse transcriptase inhibitors[38,49].

4. Conclusions

Molecular graphics analysis on34 and its derivatives
reveals that the interval 1.6–5.5 Å cut-off contains majority
of protease-water-inhibitor interactions defining the physi-
cal boundary of34. Computer-assisted techniques concern-
ing molecular graphics and modeling, illustrated well the
chemical background of the a priori approach.
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